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**Abstract**

**Background:** Large Language Models (LLMs) have shown high accuracy in sentiment analysis but training these systems to reduce rare errors have proven difficult, in part because of a large number of new concepts such as cosine similarity, positional probabilities, attention, transformer architecture, and neural networks that are not transparent about how they arrive at conclusions. **Objective:** We redo sentiment analysis using LLMs using simple and transparent statistical tools. The paper reports the accuracy of the two methods of arriving at sentiments of text. **Methods**: The statistical approach predicts the sentiment of target text using weighted regression models (where weights are based on similarity of phrases in target and training text). The paper reports the calibration of the statistical and LLM models in randomly selected 100 complaints and 100 praises. **Results**: The LLM and the similarity weighted regression analysis did not have statistically significant difference in calibration. The similarity weighted regression method was transparent and able to learn from an error by adding a single prompt to the training set. The LLM method was not transparent and did not provide a clear re-training strategy except to redo human ratings of a large number of cases. **Discussion**: Generative language models may need to rely on simpler similarity-based inference mechanism so that these models can be trained more efficiently.

**Introduction**

Generative large language models (LLMs) have been criticized for fabrication (errors in advice) and topic drift and investigators have emphasized the importance of training these models before using them. The training of these models depends on the inference engine used. This paper contrasts the ability to train two different inference engines. The LLM model is not transparent and it is not clear how it can be trained. The statistical model is transparent and a single case added to the training set corrects the error.

LLMs can be applied to prediction of a variety of outcomes, including generation of next word. We focus here on use of these models for sentiment analysis – a simple text processing task that has a single outcome and therefore it should be easy to compare the traditional and transparent statistical models to LLMs. There is widespread use of language models in analyzing sentiment of text [[[1]](#endnote-1)].

Human’s use of language is varied and innovative. Humans create many new combinations of words, not present in the training data sets, even when these sets are massive. It is not always possible to find an exact match to a target text within the training set. LLMs are able to transfer what is learned in training sets to a new target text, as seen in few-shot [[[2]](#endnote-2)], or zero-shot [[[3]](#endnote-3)] models. Generative Pre-trained Transformer architectures (e.g., GPT-4) have demonstrated highly accurate models for sentiment analysis. From time to time, errors occur [[[4]](#endnote-4),[[5]](#endnote-5)] and models must be retrained to avoid known errors.

Increasing the size of the training set, gathering more examples, improves accuracy but a plateau is reached beyond which accuracy may not improve, even when more data are collected [[[6]](#endnote-6)]. Since no method is perfect, to reduce errors, investigators have proposed to teach LLMs to learn from their errors. A key issue in selection of methods for sentiment analysis is how quickly these methods can learn from its errors.

Key feature of language models is reliance on neural networks, transformers, cosine similarity, attention, and concepts that have no support in probability theory. These methods look at possible combinations of words and make inferences that are highly accurate but it is not clear how the inference is arrived at. Statistical methods include naïve Bayes [[[7]](#endnote-7),[[8]](#endnote-8)], logistic regression [[[9]](#endnote-9)], k-Nearest Neighbors [[[10]](#endnote-10),[[11]](#endnote-11)], Support Vector Machine [[[12]](#endnote-12),[[13]](#endnote-13),[[14]](#endnote-14),[[15]](#endnote-15)], and neural network models [[[16]](#endnote-16)], to name a few. In the statistical models, words in the training prompts are used to predict the classification (completion) of a target text. If then rules are a third method for sentiment analysis [[[17]](#endnote-17),[[18]](#endnote-18)], these methods find the most similar examples in the training prompts and uses the average sentiment of these prompts. This paper provides evidence on how these three methods compare in accuracy and in learning from their erros.

In healthcare, sentiment analysis arises in many settings, including: (1) patient reviews of clinicians [[[19]](#endnote-19),[[20]](#endnote-20)], (2) risk of suicide in text-based social media [[[21]](#endnote-21),[[22]](#endnote-22)], (3) patient satisfaction rating [[[23]](#endnote-23)], (4) assessment of health status from clinical narratives [[[24]](#endnote-24)] and (5) many other circumstances. Here we focus on analysis of patient reviews of physicians.

**Methods**

**Study Design:** This is a retrospective cohort design. In this paper, we refer to the new text that needs to be classified as target text/comment. Analytical methods need to transfer what is known in the training set to predicting the sentiment of these novel and new combination of words. An error is found when the predicted sentiment and human classification of the sentiment of the text do not agree.

**Source and Size of Data**: Since our focus is on speed of retraining from known errors, we sample data in a manner to identify more errors. Rapid Improvement Inc. collected patient comments about clinicians from its participating clinics. A human reviewer classified 122,081 comments about clinicians into complaint, praise, or neither. We consider these human classifications of texts as the gold standard, against which we can examine the performance of different methods. A random sample of 100 complaints and 100 praises were used as test set and the remaining comments were used as the training set. Since the vast majority of comments are positive, this approach over samples complaints.

Some comments in the training set are duplicates. When a comment was chosen to be included in the training set, then 1 occasion of this comment was dropped from the training set. This allowed for relatively rare situation that some comments in the training set were exact match to the comment in the test set.

Long comments were split into smaller phrases to improve accuracy of the classification.

Only the relevant portion of the training data were used to classify the target text. Approximately 4 out of 5 comments in the training set did not share a word with a selected target comment. Obviously, only training cases that share a word with target comment are relevant. Including all comments would simply over state accuracy of methods. By focusing only on relevant sample, statistical models have a computationally easier ability to predict the sentiment of the comment.

In the regression method, separate regressions were constructed for each target comment. In these regressions, the independent variables are words in the target comment. Note that these are the only words that can affect the classification of the target comment. The observations are relevant comments in the training set. The response variable is the classification/completion of relevant comments. In the following equation, the index t refers to target comment t, and are parameters estimated from relevant portion of training data set. indicate words in the target comment and occasionally within the relevant training comments:

Since all the words are present in the target comment, the sentiment can be predicted as: . Each regression is used only once to predict one target comment, as the regression coefficients depend on different relevant portion of the training data. A repeated regression is necessary for analysis of the next target comment. This approach allows the words in the regression model to play different roles for different target comments. The target comment “The surgeon is knife happy” and “I am happy with this surgery” will have two different relevant data sets, two different regressions, allowing the model to fit and predict from only the relevant data. Also note that the inclusion of interaction terms allows combination of words to play a different role than individual words. In this repeated regression approach, the sequence of words plays no role in the classification task, thus “not happy to visit” and “happy not to visit” are considered the same.

In the second approach, a similarity score is used to find the example prompts in the training set that are most similar to the target comment. The average classification of the most similar comments in the training data is the classification for the target comment. Investigators modeling natural language often rely on cosine similarity to measure semantic similarity across two snippets of text [[[25]](#endnote-25)]. We prefer to use a similarity model shown to duplicate how human’s judgement of similarity [[[26]](#endnote-26),[[27]](#endnote-27)]:

is number of phrases matched in both target and training comments. A phrase is properly matched if it is in both comments and in right sequence. LLMs also require words to be in right positions.

is number of phrases in the target but not properly matched in the training comment.

is number of phrases not properly matched in target but present in the training comment

0 is a hyper parameter that shows the relative importance of missing phrases in target or training comments.

To understand these procedures, see Appendix A, where we present a Python code that identifies all phrases within a target or training comment. For the target comment “The surgeon is knife happy” the following phrases were identified after dropping the small word “The”:

1. Surgeon
2. Surgeon is
3. Surgeon is knife
4. Surgeon is knife happy
5. Is
6. Is knife
7. Is knife happy
8. Knife
9. Knife happy
10. happy

For the training comment “I am happy with this surgery”, the following phrases were identified:

1. I
2. I am
3. I am happy
4. I am happy with
5. I am happy with this
6. I am happy with this surgery
7. Am
8. Am happy
9. Am happy with
10. Am happy with this
11. Am happy with this surgery
12. Happy
13. Happy with
14. Happy with this
15. Happy with this surgery
16. With
17. With this
18. With this surgery
19. This
20. This surgery
21. Surgery

Note that the target comment “The surgeon is knife happy” share the word “happy” and two concepts “surgeon” matches with “surgery”, and “am” matches with “is.” Thus, . Many phrases such as “Knife” are in the target comment and not in the training comment; we calculated this to be There are also many phrases in the training comment that are not in the target comment, yielding . At alpha of 0.8, the similarity of these two texts is:

Note that when the target and training comments are exact matches, then the similarity score is 1.0, the highest possible value. When a short target is matched word by word to a long training comment, the similarity score will be a number less than 1, the longer the training comment the lower the score. Thus, additional unmatched word in the training comment lowers the similarity score. Also note that the similarity score is lowered when words in the target are not in the training set.

Because performance of language models is relatively high, it is important to find a measure of accuracy that is sensitive to small changes. There are many ways to examine the performance of models [[[28]](#endnote-28)]: Area under the Receiver Operating Characteristic curves, calibration using Brier scores [[[29]](#endnote-29)], reclassification tables [[[30]](#endnote-30)], and net reclassification improvement [[[31]](#endnote-31)]. We chose to use calibration because it is the least likely to be overwhelmed by imbalanced samples of data and most likely to report small differences in prediction probabilities. LLMs change in their predictions of the sentiment and we take the average of the first two estimates from LLMs.

**Results**

Table 1 shows the text of target comments, the size of relevant data for each target comment, and the result of predicting the sentiment from similar examples in the training set versus predicting it from regression models. If we look at area under the curve, there is always a cutoff that will classify 100% of comments in our test sample. The area under the curve for all four models will be near perfect predictions. If we examine calibration, relatively small differences among the model emerges. The average calibration of prompt-based architecture was 0.25 (standard deviation of 0.20) and the average calibration of linear regression was 0.24 (standard deviation of 0.26). Linear regression with interaction terms had the best average calibration at 0.20 (standard deviation of 0.16). None of the differences in calibration were statistically significant.

**Table 1: Predictions in a Sample of Complaints and Praises**

(Errors in prediction at cutoff of 0.50 are colored gray)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Comment (Class)** | **Relevant Training Sample Size** | **Average of Most Similar Prompts** | **LLM Prediction of Sentiment** | **Similarity Weighted Regression** |
| Ridiculous (Complaint) | 80 | 1.00 |  | 0.90 |
| Definitely do not recommend. (Complaint) | 17,260 | 0.69 |  | 0.73 |
| I was trying to make an appointment with dr XXX got put on hold 3 times with no call back (Complaint) | 34,499 | 0.94 |  | 0.91 |
| This is discrimination. (Complaint) | 8 | 1.00 |  | 0.90 |
| Inexcusable this place is a complete scam. (Complaint) | 2,213 | 0.66 |  | 0.68 |
| They still have my money. (Complaint) | 1,964 | 0.75 |  | 0.77 |
| Do not go here. (Complaint) | 16,045 | 0.34 |  | 0.66 |
| and it is now simply crooked. (Complaint) | 2,321 | 0.24 |  | 0.60 |
| but I wish I didn't get the surgery at all. (Complaint) | 21,725 | 0.57 |  | 0.84 |
| I feel he should have asked my permission before bringing someone else into the room that is not a part of his staff. (Complaint) | 27,262 | 0.67 |  | 0.68 |
| I just think they could've had better procedures in place when dealing with those who had active panic attacks on the table. (Complaint) | 9,153 | 0.43 |  | 0.54 |
| For that reason, I'm giving this review 2 stars. (Complaint) | 1,749 | 0.69 |  | 0.44 |
| and the manipulating and lying that is going on in his office. (Complaint) | 4,773 | 0.91 |  | 0.75 |
| and replace it however, Dr XXXX refused to except any calls that evening (Complaint) | 22,627 | 0.44 |  | 0.63 |
| Further, no one seems to be forthcoming with any information concerning my case. (Complaint) | 10,766 | 0.53 |  | 0.60 |
| the response was to tell me to just wait in the exam room they had placed me in. (Complaint) | 6,445 | 0.53 |  | 0.57 |
| I will never ever go back to the Tampa office nor would I recommend them to friends or family! (Complaint) | 17,916 | 0.47 |  | 0.49 |
| And when I told her I felt intimidated and this causes me to have anxiety attacks that I have to take medication (Complaint) | 4,797 | 0.67 |  | 0.59 |
| She had called 911 and lied on me instead of just asking me to leave and then She had me escorted out (Complaint) | 7,554 | 0.80 |  | 0.80 |
| However, I am not happy with my rhinoplasty revision results. (Complaint) | 21,027 | 0.59 |  | 0.68 |
| Horrific personality, zero patient care, totally ignored me, and my medical condition impeding vision issues. (Complaint) | 14,836 | 0.48 |  | 0.64 |
| Unfortunately for me, that is Part of the procedure that I paid (Complaint) | 4,387 | 0.58 |  | 0.86 |
| However, I believe that my procedure was rushed because I don't think Dr. XXXX wanted to be there. (Complaint) | 37,427 | 0.52 |  | 0.71 |
| I asked for a prescription of regular hormones, she refused, I waited 2 weeks (Complaint) | 5,914 | 0.81 |  | 0.75 |
| And I won't go back. (Complaint) | 17.270 | 0.38 |  | 0.84 |
| Then your left hanging high and dry. (Complaint) | 2,254 | 0.72 |  | 0.60 |
| She did not care about any of that. (Complaint) | 22,136 | 0.78 |  | 0.91 |
| It was creepy and disgusting how he behaved and felt enabled. (Complaint) | 75 | 0.91 |  | 0.86 |
| Such a joke. (Complaint) | 69 | 1.00 |  | 0.62 |
| I'm still sick. (Complaint) | 1,326 | 0.63 |  | 0.72 |
| And I'm pretty sure any good reviews are flat out FAKE or patients who haven't had him cut them open (Complaint) | 25,073 | 0.25 |  | 0.75 |
| He never even checked on his patient. (Complaint) | 10,120 | 0.64 |  | 0.47 |
| Hardly any information was disseminated to me concerning glaucoma and its ramifications. (Complaint) | 3,140 | 0.41 |  | 0.50 |
| This leads me to believe the doctor really does not care or is completely blind to what she is doing (Complaint) | 37,471 | 0.80 |  | 0.58 |
| Shame on the whole ER unit that evening. (Complaint) | 1,105 | 0.55 |  | 0.64 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dr XXXX was great. (Praise) | 22,310 | 0.14 |  | 0.01 |
| I can't say enough great things about him his work (Praise) | 24,826 | 0.24 |  | 0.09 |
| I highly recommend him to anyone who is considering this procedure. (Praise) | 7,006 | 0.11 |  | 0.03 |
| and his office they made the entire process so smooth for me and seamless. (Praise) | 6,008 | 0.47 |  | 0.07 |
| I had good experience with Dr XXXX and his team (Praise) | 24,617 | 0.10 |  | 0.04 |
| I didn't feel any pain , it was a great experience (Praise) | 25,467 | 0.07 |  | 0.09 |
| for the first time as well as our 10-week appointment where we saw the baby dance for us! (Praise) |  | 0.33 |  | 0.11 |
| Very happy I found Dr. XXXX he did an awesome job on my hair transplant! (Praise) |  | 0.03 |  | 0.06 |
| He kept my husband and I well informed at all times and his staff was very friendly. (Praise) | 24,826 | 0.11 |  | 0.03 |
| I cannot thank everyone enough at XXXX for the help they've provided us. (Praise) |  | 0.25 |  | 0.09 |
| Loved my results. (Praise) |  | 0.06 |  | 0.02 |
| Doctor’s availability to talk and FaceTime before and after surgery was reassuring and calming. (Praise) |  | 0.16 |  | 0.11 |
| Great experience overall! (Praise) |  | 0.05 |  | 0.02 |
| and the clinic was able to see us same day to ensure baby was safe. (Praise) |  | 0.09 |  | 0.10 |
| Very good exam (Praise) |  | 0.36 |  | 0.13 |
| had both of my knee replaced and I am doing great. (Praise) |  | 0.06 |  | 0.13 |
| Dr. XXXX is excellent. (Praise) |  | 0.31 |  | 0.03 |
| highly recommended. (Praise) |  | 0.19 |  | 0.01 |
| XXXX spent time going over my labs and answered all of my questions. (Praise) |  | 0.11 |  | 0.20 |
| Friendly, courteous staff. (Praise) |  | 0.02 |  | 0.02 |
| She is an incredible injector! (Praise) |  | 0.18 |  | 0.18 |
| What would I do without XXXX! (Praise) |  | 0.04 |  | 0.24 |
| Happy (Praise) |  | 0.00 |  | 0.01 |
| So gentle, I barely feel a thing! (Praise) |  | 0.08 |  | 0.10 |
| XXXX is professional and so good at what she does! (Praise) |  | 0.06 |  | 0.06 |
| All staff and nurses are very helpful. (Praise) |  | 0.29 |  | 0.03 |
| Very streamlined process from start to finish. (Praise) |  | 0.20 |  | 0.19 |
| Doctor XXXX is clearly very skilled and knowledgeable, and I am very happy with my results! (Praise) |  | 0.03 |  | 0.03 |
| I appreciated that very much. (Praise) |  | 0.00 |  | 0.05 |
| Dr. XXXX was very honest with what I should expect. (Praise) |  | 0.07 |  | 0.06 |
| **Average Calibration Score** |  | **0.25** | **0.24** | **0.20** |
| **Standard Deviation of Calibration Scores** |  | **0.20** | **0.26** | **0.16** |

Table 2 provides data on how rapidly the various methods can be retrained to avoid their errors.

**[More to come]**

**Discussion**

**Needs Revision**

Repeated regression models in the relevant portion of data had a relatively high accuracy rate. At cutoff of 0.5, only one comment was misclassified. This shows that it is possible to organize statistical models that have relatively low error rates. These results are not fundamentally different from the literature and was expected. Many studies reported to date stop at reporting accuracy and fail to report how the model can be retrained to avoid the error in the future. In this paper, we examined the retraining effort.

Statistically-optimal, repeated, regression models had the same level of calibration as similarity scores. Therefore, these methods were not different in accuracy, despite differential levels of errors at different cutoffs. Yet, these models differed in other ways. Computationally, similarity-based inference was relying on scores that are relatively easier to calculate than regression coefficients. In addition, similarity-based architecture was able to learn from its errors in one shot, only one prompt-completion was needed to correct the model. In contrast, statistical models needed a large number of corrections. [More]
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